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Abstract

In this paper, we illustrate the application of time-stepping schemes to reaction–diffusion systems on fixed and contin-
uously growing domains by use of finite element and moving grid finite element methods. We present two schemes for our
studies, namely a first-order backward Euler finite differentiation formula coupled with a special form of linearisation of
the nonlinear reaction terms (1-SBEM) and a second-order semi-implicit backward finite differentiation formula (2-SBDF)
with no linearisation of the reaction terms. Our results conclude that for the type of reaction–diffusion systems considered
in this paper, the 1-SBEM is more stable than the 2-SBDF scheme and that the 1-SBEM scheme has a larger region of
stability (at least by a factor of 10) than that of the 2-SBDF scheme. As a result, the 1-SBEM scheme becomes a natural
choice when solving reaction–diffusion problems on continuously deforming domains.
� 2005 Elsevier Inc. All rights reserved.
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1. Introduction

Many problems in biology and bio-medicine involve growth and shape changes. The growth and spread of
tumours, the initiation of limb buds in the developing foetus and the patterns formed on the skin of growing
creatures are just some of the many such examples. Such growth, especially when it is irregular, presents a
challenge for those building mathematical and computational models for simulation. In the physical sciences,
problems such as melting and freezing can lead to moving (growing or shrinking) domains, but in biology,
problems which are naturally described by partial differential equations on growing domains are much more
widespread. A number of models used in biology, ecology and biochemistry comprise reaction of ‘‘species’’ in
the presence of diffusion: hence reaction–diffusion systems arise. Turing [34] proposed that, under certain con-
ditions, a chemical reaction in the presence of diffusion could produce spatial patterns of the chemical concen-
tration. Well known examples of reaction–diffusion systems include the Gierer and Meinhardt [10], the
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Thomas [33], the Schnakenberg [32], and the Gray and Scott [11,12] models. In biology and bio-medicine reac-
tion–diffusion systems are used frequently to model the emergence of pattern formation, wound healing,
cancer and angiogenesis. Domain growth has been observed experimentally to be a crucial factor in develop-
mental biology [17]. In order to obtain accurate numerical solutions to these nonlinear reaction–diffusion sys-
tems (most of which are stiff), novel discretisation schemes have to be applied both in space and time.
Although we focus on the Turing models in this paper, we believe that our results may be extended with mod-
ifications to models which include nonlinear diffusion, those that include chemotaxis terms (i.e., movement in
response to the gradients of other species in the system) [28], others that include advection and even to those
models with multiple species.

A variety of time-stepping methods have been used to approximate the time-derivative of reaction–diffusion
models on fixed domains. These include explicit, semi-implicit, implicit–explicit (IMEX) schemes and more
recently the exponential time-differencing scheme [16]. Examples of such schemes are the Forward Euler
[4,15], Gear�s method [2], predictor–corrector methods and the alternating-direction implicit (ADI) scheme
of Peaceman and Rachford [25,8]. Implicit–explicit (IMEX) schemes use an implicit scheme to approximate
the diffusion term and an explicit scheme to approximate the reaction terms. The spatial discretisation can
be carried out using the following methods: the finite difference, spectral methods, finite elements or finite vol-
ume. In this paper, we choose to pursue the finite element methodology for reasons outlined below and during
the course of this paper. The extension of the finite difference or spectral methods to complicated, irregular
and sometimes continuously growing domains is not at all trivial, hence the choice of the finite element
method. The applicability of the finite element methods to complicated domains is well known and the grow-
ing realisation that continuously changing boundaries can be readily handled by moving grid implementations
with few changes to the finite element methodology.

In this article, we limit ourselves to two time-stepping schemes, a first-order backward Euler finite difference
scheme coupled with a special form of linearisation of the reaction terms (1-SBEM) and a second-order semi-
implicit backward differentiation formula (2-SBDF). The 2-SBDF scheme is one of the IMEX schemes that
has been recommended for most problems when solving reaction–diffusion systems with high frequencies
[29]. Such schemes do not linearise the reaction terms but compute the fully nonlinear reaction terms at pre-
vious time steps by simply evaluating the reaction terms at the previous known approximate solutions. Other
IMEX schemes that have been used but not really recommended are the first-order semi-implicit backward
differentiation formula (1-SBDF), a second-order Crank–Nicolson, Adams–Bashforth (CNAB), a modified
Crank–Nicolson, Adams–Bashforth (MCNAB), and a third-order semi-implicit backward differentiation for-
mula (3-SBDF). For more details on IMEX schemes refer to the papers by Ruuth [29,1]. Most first-order
schemes are not recommended because of the severe restriction on the time-step. Other schemes are not
recommended because they give weak damping of high frequency spatial modes [29].

The manner in which our scheme (1-SBEM) is implemented differs substantially from the other first-order
semi-implicit schemes. We use an implicit scheme to approximate the diffusion term. The linear terms in the
reaction terms are approximated implicitly while the nonlinear terms are linearised by assuming that there are
small changes in the approximate solution from one time step to the next. This way we avoid computing the
Jacobian of the nonlinear reaction terms. This kind of treatment can be thought of as fully implicit for the
diffusion and linear terms but semi-implicit for the nonlinear reaction terms. This is the novelty of our numer-
ical scheme. We compare results from the 1-SBEM scheme to those obtained by using the 2-SBDF scheme and
show that the 1-SBEM scheme produces comparable results in most cases except in the case of very highly
oscillatory solutions. However, on growing domains the selection process is very much influenced by domain
growth and our scheme performs as well as the 2-SBDF for relatively highly oscillatory solutions. Moreover,
the 1-SBEM scheme allows for larger time-steps compared to the 2-SBDF scheme, hence the scheme is less
expensive and faster, and relatively as accurate.

In Section 2, we present a generalised reaction–diffusion model considered in this paper. The methodology
of this paper focuses on presenting the time discretisation first as shown in Section 3 for the outlined model
equations. In this section we present the 1-SBEM and the 2-SBDF schemes applied to reaction–diffusion
systems on continuously growing domains. Then, we apply the spatial discretisation, this is achieved using
the moving grid finite element method described in Section 4. Here, we derive the weak form of the reac-
tion–diffusion system and describe the Galerkin moving grid finite element approximation on a continuously
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deforming grid. Numerical experiments are presented in Section 5 on fixed and continuously deforming one-
and two-dimensional domains. Lastly, in Section 6, we present conclusions and discuss the implications of the
time-stepping schemes when solving these types of problems in biological systems. We also provide numerical
software and documentation for the methods described in this paper which can be downloaded freely from:
http://www.auburn.edu/~madzva1.

2. Model equations

In this paper, we focus on the generalised reaction–diffusion system
ut þr � ða : uÞ ¼ RðuÞ þDr2u in XðtÞ ð2:1Þ

with X(t) representing a time-dependent domain. We define
u ¼
u

v

� �
; R ¼

f ðu; vÞ
gðu; vÞ

� �
; D ¼

Du 0

0 Dv

� �
; and x ¼ ðxðtÞ; yðtÞÞ;
where u, v are the two chemical concentrations under investigation, f and g are reaction kinetics. D is the dif-
fusion matrix (Du and Dv are constant diffusion parameters) (27). The notation (a:u) represents (au, av,)T with
a representing the field flow velocity. In Madzvamuse et al. [19] typical classical reaction kinetics are presented,
including the Gierer–Meinhardt [10], the Thomas [33], the 32 models and a generalised bivariate cubic poly-
nomial reaction model. In this paper, we use only the Schnakenberg reaction kinetics given by
f ðu; vÞ ¼ cða� uþ u2vÞ; ð2:2Þ
gðu; vÞ ¼ cðb� u2vÞ; ð2:3Þ
where c is a scaling parameter, a and b are fixed positive parameters. Boundary conditions can either be
Neumann (homogeneous: which describe zero-flux of u (or v) out of the boundary) or Dirichlet or periodic
boundary conditions. Initial conditions are prescribed as small random perturbations about the uniform
homogeneous steady state of the corresponding reaction systems.
3. Time-stepping schemes

Several time-stepping schemes have been widely used to compute solutions to reaction–diffusion systems
on fixed domains. These include the Forward Euler�s method, Gear�s method, a modified Euler predictor–
corrector method, Gourlay�s method [5], a semi-implicit Rosenbock integrator [5], and Runge–Kutta
schemes [13]. Most of these are inadequate because of the stiffness of the diffusive term. Fully explicit
methods require excessively small time-steps resulting in computations that are prohibitively expensive
especially in multi-dimensions. Fully implicit methods can be used, however such methods normally require
calculating the Jacobian of the nonlinear reaction terms at every time step. In some cases, the Jacobian
could be singular which makes it impossible to apply fast iterative methods. More recently IMEX schemes
have been widely used to solve reaction–diffusion problems on fixed one-dimensional domains [1,29]. The
key essence of these schemes is that an implicit scheme is applied to approximate the diffusive term and an
explicit scheme is used to approximate the reaction kinetics, hence the name IMEX. Particular examples of
IMEX schemes are the Crank–Nicolson–Adams–Bashforth scheme (CNAB) or its modified version
(MCNAB), the second-order semi-implicit backward differentiation scheme (2-SBDF) and other modified
schemes.

In this section, we present two time-stepping schemes, the 1-SBEM and 2-SBDF schemes. For the first-
order semi-implicit backward Euler differentiation formula, we treat the diffusive term implicitly, linear reac-
tion terms are also treated implicitly, nonlinear reaction terms are then approximated by some special form of
linearisation – in a semi-implicit fashion. This method avoids computing the Jacobian. Numerical computa-
tions will show that the 1-SBEM scheme is more stable than the 2-SBDF scheme and that its region of stability
is greater than that of the second-order scheme by a factor of approximately 10. Both schemes give rise to
symmetric and positive definite matrices which can be readily solved by using fast iterative schemes [30,31].

http://www.auburn.edu/~madzva1
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3.1. First-order backward Euler finite difference scheme: 1-SBEM

For illustrative purposes, let us consider the Schnakenberg reaction kinetics (2.2) and (2.3) on a continu-
ously deforming domain
ut þr � ðauÞ ¼ cða� uþ u2vÞ þ Dur2u; ð3:1Þ
vt þr � ðavÞ ¼ cðb� u2vÞ þ Dvr2v. ð3:2Þ
Applying the backward Euler finite difference scheme to these equations gives
umþ1 � um

Dt
þr � ðaumþ1Þ ¼ cða� umþ1 þ umumþ1vmÞ þ Dur2umþ1; ð3:3Þ

vmþ1 � vm

Dt
þr � ðavmþ1Þ ¼ cðb� umumvmþ1Þ þ Dvr2vmþ1. ð3:4Þ
Observe that the diffusion, growth and linear reaction terms are treated implicitly, exploiting as much as
we can the fully implicit scheme. On the other hand, the nonlinear term u2v in (3.1) has been linearised as
umum + 1vm where um is valued at the previous time step m and um + 1 is valued at the present time step
m + 1 (see Eq. (3.3)). The assumption here is that, for example on fixed domains, the two successive
approximate solutions at successive time steps become closer and closer with time. On continuously
deforming domains, domain growth takes place slowly and therefore this assumption still holds. This is
the essence of our scheme, that linear and diffusive terms are treated using a fully implicit scheme while
the nonlinear terms are treated semi-implicitly. This form of linearisation is advantageous in that we avoid
computing the Jacobian, for example, had we considered a fully implicit scheme for the nonlinear reaction
terms. Moreover, this kind of numerical treatment yields symmetric positive definite matrices which
makes the scheme more attractive as it can be solved efficiently and fast by use of iterative techniques
[30,31].

3.2. Second-order semi-implicit finite differentiation formula: 2-SBDF

We apply the second-order semi-implicit backward finite differentiation formula (2-SBDF) to Eqs. (3.1) and
(3.2) to obtain
3umþ1 � 4um þ um�1

2Dt
¼ 2Suðum; vmÞ � Suðum�1; vm�1Þ þ Dur2umþ1; ð3:5Þ

3vmþ1 � 4vm þ vm�1

2Dt
¼ 2Svðum; vmÞ � Svðum�1; vm�1Þ þ Dvr2vmþ1; ð3:6Þ
where
Suðum; vmÞ ¼ cða� um þ umumvmÞ � r � ðaumÞ

and
Svðum; vmÞ ¼ cðb� umumvmÞ � r � ðavmÞ.

Note that Si(u

m,vm) and Si(u
m�1,vm�1), i = u,v, represent the nonlinear reaction terms plus terms from the do-

main growth. These terms are evaluated at time steps m and m � 1, respectively. No form of linearisation is
carried out on the Si(u

m,vm) and Si(u
m�1,vm�1) reaction terms. Observe that the diffusion terms are treated

implicitly.

4. The moving grid finite element method

We formulate the moving grid finite element method (MGFEM) applied to the 1-SBEM and 2-SBDF
schemes outlined in Sections 3.1 and 3.2, respectively. For example, let us apply the MGFEM to the 1-SBEM
scheme. Following Madzvamuse et al. [19], let w 2 H1(X(t)) be a test function. Multiplying Eqs. (3.3) and (3.4)
by w leads to the following problem:
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umþ1 � um

Dt
;w

� �
þ ðr � ðaumþ1Þ;wÞ ¼ ðca;wÞ � ðcumþ1;wÞ þ ðcumumþ1vm;wÞ þ Duðr2umþ1;wÞ; ð4:1Þ

vmþ1 � vm

Dt
;w

� �
þ ðr � ðavmþ1Þ;wÞ ¼ ðcb;wÞ � ðcumumvmþ1;wÞ þ Dvðr2vmþ1;wÞ; ð4:2Þ
for all w 2 H1(X(t)), where
ðu;wÞ ¼
Z Z

XðtÞ
uwdx ð4:3Þ
is the L2 – inner product. Assuming that homogeneous Neumann boundary conditions are used, by Green�s
Theorem solving Eqs. (4.1) and (4.2) reduce to finding u,v 2 H1(X(t)) such that
umþ1 � um

Dt
;w

� �
þ ðr � ðaumþ1Þ;wÞ ¼ ðca;wÞ � ðcumþ1;wÞ þ ðcumumþ1vm;wÞ � Du rumþ1;rw

� �
;

vmþ1 � vm

Dt
;w

� �
þ ðr � ðavmþ1Þ;wÞ ¼ cb;wð Þ � cumumvmþ1;w

� �
� Dv rvmþ1;rw

� �

for all w 2 H1(X(t)). Here, a ¼ ð _x; _yÞT represents the grid velocity. Therefore we seek to find a solution u and
v 2 H1(X(t)) such that
umþ1 � um

Dt
;w

� �
þ ð _xumþ1

x þ _yumþ1
y ;wÞ þ ðr � aumþ1

h ;wÞ

¼ ðca;wÞ � ðcumþ1;wÞ þ ðcumumþ1vm;wÞ � Duðrumþ1;rwÞ; ð4:4Þ
vmþ1 � vm

Dt
;w

� �
þ ð _xvmþ1

x þ _yvmþ1
y ;wÞ þ ðr � avmþ1

h ;wÞ

¼ ðcb;wÞ � ðcumumvmþ1;wÞ � Dvðrvmþ1;rwÞ; ð4:5Þ
for all w 2 H1(X(t)). Observe that the terms $ Æ (aum + 1) and $ Æ (avm + 1) have been expanded appropriately as
shown above. Let umh (or similarly vmh ) be a moving grid finite element approximation to u (or v) defined by
umh ¼
Xn
j¼1

Um
j ðtÞ/jðx; nðtÞÞ; ð4:6Þ
where n(t) represents the finite element moving grid and n is the number of unknowns.
The time-derivative of u (and similarly v) in Eq. (3.1) (and similarly (3.2)) can be expressed in two dimen-

sions as [14,6,7]
oumh
ot

¼
Xn
j¼1

dUm
j

dt
� _xjumhx � _yju

m
hy

� �
/jðx; nðtÞÞ ð4:7Þ
and therefore the time-discretisation needs to be re-adjusted to take into account the extra terms from the
MGFEM as shown in Eqs. (4.8) and (4.9). Therefore, the moving grid finite element approximation seeks
to find umh and vmh 2 V h � H 1 such that
umþ1
h � umh

Dt
;w

� �
þ ð _xumþ1

hx
þ _yumþ1

hy
;wÞ þ ðr � aumþ1

h ;wÞ

¼ ðca;wÞ � ðcumþ1
h ;wÞ þ ðcumh umþ1

h vmh ;wÞ � Duðrumþ1
h ;rwÞ;

vmþ1
h � vmh

Dt
;w

� �
þ ð _xvmþ1

hx
þ _yvmþ1

hy
;wÞ þ ðr � avmþ1

h ;wÞ ¼ ðcb;wÞ � ðcumh umh vmþ1
h ;wÞ � Dvðrvmþ1

h ;rwÞ;
for all w 2 Vh � H1(X(t)). Without loss of generality, taking the test function to be w = /i, i = 1, . . .,n, the
above equations can be written as follows where the extra terms from the time derivative are taken into
account:
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Xn
j¼1

Umþ1
j ð/j;/iÞ � Um

j ð/j;/iÞ
Dt

 !
�
Xn
j¼1

ð _xjumþ1
hx

/j þ _yju
mþ1
hy

/j;/iÞ þ
Xn
j¼1

½ð _xjumþ1
hx

þ _yju
mþ1
hy

;/iÞ

þ r � að/j;/iÞUmþ1
j � ¼

Xn
j¼1

½ðca;/iÞ � cUmþ1
j ð/j;/iÞ� þ c

Xn
j¼1

Um
j /j

Xn
k¼1

Umþ1
k /k

Xn
l¼1

V m
l /l;/i

 !

� Du

Xn
j¼1

Umþ1
j ðr/j;r/iÞ; ð4:8Þ
and
Xn
j¼1

V mþ1
j /j;/i

� �
� V m

j /j;/i

� �
Dt

 !
�
Xn
j¼1

ð _xjvmþ1
hx

/j þ _yjv
mþ1
hy

/j;/iÞ þ
Xn
j¼1

½ð _xjvmþ1
hx

þ _yjv
mþ1
hy

;/iÞ

þ r � að/j;/iÞV mþ1
j � ¼

Xn
j¼1

ðcb;/iÞ � c
Xn
j¼1

Um
j /j

Xn
k¼1

Um
k /k

Xn
l¼1

V mþ1
l /l;/i

 !

� Dv

Xn
j¼1

V mþ1
j ðr/j;r/iÞ ð4:9Þ
for all j,k,l = 1,2, . . .,n. Integrating over the whole domain gives rise to the following system of linear algebraic
equations
M
Umþ1 �Um

Dt
� ðP þ QÞUmþ1 þ ð �Ux þ �UyÞUmþ1 þr � aMUmþ1

¼ c½aF�MUmþ1 þ CðUm;VmÞUmþ1� � DuKU
mþ1; ð4:10Þ

M
Vmþ1 � Vm

Dt
� ðP þ QÞVmþ1 þ ð�V x þ �V yÞVmþ1 þr � aMVmþ1

¼ c½bF� CðUm;UmÞVmþ1� � DvKV
mþ1; ð4:11Þ
where M is the mass matrix, K is the stiffness matrix, and P, Q, �Ux, �Uy
�V x, �V y are resultant matrices from

domain growth, and C(U,V) is the linearised matrix corresponding to the term u2v. More details on the der-
ivations of these matrices can be found in Madzvamuse [21].

In all our simulations $ Æ a is calculated from plausible growth functions or those derived from biological
experiments and therefore is a known quantity (for example, see Sections 5.2 and 5.4 or [20] for specific de-
tails). Finally, we can write the system of linear algebraic equations in compact form as follows:
AuðUm;VmÞUmþ1 ¼ buðUmÞ; ð4:12Þ
AvðUm;VmÞVmþ1 ¼ bvðVmÞ; ð4:13Þ
where the matrices
AuðUm;VmÞ ¼ M þ DuDtK � DtðP þ Q� �Ux � �Uy �r � aMÞ þ cDtM � cDtCðUm;VmÞ;
AvðUm;VmÞ ¼ M þ DvDtK � DtðP þ Q� �V x � �V y �r � aMÞ � cDtCðUm;UmÞ;
are functions of Um and Vm and the right-hand side vectors are given by
buðUmÞ ¼ MUm þ caDtF;

bvðVmÞ ¼ MVm þ cbDtF.
Similarly for the 2-SBDF scheme the following system of linear algebraic equations can be derived
AuU
mþ1 ¼ 4MUm �MUm�1 þ 4DtbuðUm;VmÞ � 2DtbuðUm�1;Vm�1Þ; ð4:14Þ

AvV
mþ1 ¼ 4MVm �MVm�1 þ 4DtbvðUm;VmÞ � 2DtbvðUm�1;Vm�1Þ; ð4:15Þ
where the matrices
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Au ¼ 3M þ 2DuDtK;

Au ¼ 3M þ 2DvDtK;
are independent of the previous solution values Um and Vm. The right-hand side vectors are indeed functions
of the solutions and are given by
buðUm;VmÞ ¼ ðP þ Q� �Ux � �Uy �r � aMÞUm þ c½aF�MUm þ �CðUm;VmÞ�;
bvðUm;VmÞ ¼ ðP þ Q� �V x � �V y �r � aMÞVm þ c½bF� �CðUm;VmÞ�.
Note that �CðUm;VmÞ represents the non-linearised forcing vector corresponding to the nonlinear term u2 v. In
both the first and second-order schemes the matrices Au and Av are symmetric and positive definite. In one
dimension, these are tri-diagonal matrices. The Thomas algorithm is used to solve the system of algebraic
equations [25]. In two dimensions we use an iterative scheme to solve the system of algebraic equations,
namely a preconditioned generalised minimum residual method [30,31].
5. Numerical simulations

5.1. 1-D Numerical simulations on fixed domains

Most results in the literature have been illustrated on fixed domains. For comparison�s sake we will show
results on fixed domains and compare some of these to those already published. All numerical computations
correspond to the Schnakenberg reaction model given in Eqs. (3.1) and (3.2). In all our simulations the dif-
fusion coefficients have values Du = 1.0 and Dv = 10.0. The rest of the parameters, a, b and c vary as shown
in the examples. The criterion for convergence to the spatially inhomogeneous steady state and hence a stop-
ping criterion (for the U component solution for example) is given by
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

jUmþ1 �Umj2P
jUmþ1j2

s
6 �. ð5:1Þ
We will call this the relative error. Some of the examples illustrated in this paper are taken from the paper by
Ruuth [29] on implicit–explicit methods for reaction–diffusion problems in pattern formation. In this paper,
numerical solutions are computed by use of finite difference schemes and in some cases by use of spectral meth-
ods on fixed domains. We compare some of their results to those computed by our numerical scheme. In our
case, we do not compute numerical results using explicit methods as these have been shown [1,29] to be unable
to compute realistic solutions for large values of the scaling parameter c. Fully explicit methods are not suit-
able because of severe time-step restriction, these types of schemes have very small regions of stability for the
time-step size and in some cases fail to accurately represent the fastest growing mode for large time-steps.
Hence, computationally they are expensive and undesirable. Neither do we compute using first-order fully
semi-implicit backward differentiation formulae, as these are not recommended because of the possibilities
of the Jacobian being singular. In this paper results will be illustrated for the two time-stepping schemes:
the first-order semi-implicit backward Euler finite differentiation scheme with linearisation (1-SBEM) and a
second-order backward differentiation formula (2-SBDF) applied to finite element and moving grid finite ele-
ment spatial discretisation methods for reaction–diffusion systems. The second-order backward differentiation
formula has been recommended since the scheme strongly damps high frequency errors in the case of highly
oscillatory solutions. In all our one-dimensional results we take 1500 elements over the interval [l1, l2] with
l1 < l2. Homogeneous Neumann boundary conditions are applied in all our simulations unless otherwise
stated.

Example 1. Let us take a = 0.126779, b = 0.792366 and c = 104 and compute solutions to Eqs. (3.1) and (3.2)
on the interval [0,1]. For illustrative purposes we compute solutions up to final time tF = 2.5. The time-step Dt
is varied until the method chosen fails to converge to a meaningful result. Initial conditions are taken as small
random perturbations around the homogeneous steady state (0.919145,0.937903) and homogeneous
Neumann boundary conditions are applied at both ends of the interval. Table 1 shows the region of stability



Table 1
The 1-SBEM is stable for Dt less than or equal to approximately 6.2 · 10�4 as illustrated by the relative errors of the numerical solution

Time-step Dt No. of time steps Relative errors

5 · 10�6 500,000 1.575 · 10�16

5 · 10�5 50,000 2.1281 · 10�15

5 · 10�4 5000 8.185 · 10�14

6 · 10�4 4166 4.073 · 10�13

6.1 · 10�4 4098 4.5952 · 10�13

6.2 · 10�4 4032 1.2464 · 10�12

6.3 · 10�4 3968 0.231741

The second column shows the number of time steps taken to reach time tF = 2.5.
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of the time-step size Dt for the 1-SBEM scheme. Also included are the number of time steps taken to reach the
final time tF = 2.5, and the relative errors obtained from solving the equations using this scheme. The 1-SBEM
scheme is stable and converges to a meaningful result for time-step sizes given by approximately
Dt < 6.2 · 10�4.

Similarly, we solve the model Eqs. (3.1) and (3.2) using a 2-SBDF scheme with exactly the same model and
numerical parameter values used for the 1-SBEM scheme on the interval [0,1]. A variety of Dt�s are used and
the results of these computations are shown in Table 2. The region of stability for this scheme is given by
approximately Dt < 5.71 · 10�5. This region of stability is smaller by a factor of ten to that of the 1-SBEM
scheme. Crucially this factor amplifies the number of time steps by tenfold to those required by the 1-SBEM
scheme. The relative errors for the 2-SBDF are much smaller than those of the 1-SBEM scheme, indicating
that the second-order scheme produces more accurate solutions than the first-order scheme. Fig. 1 shows the
regions of stability for the two methods whereby the values in Tables 1 and 2 have been used. The values of the
time-steps when the plots turn vertically upward correspond to where the numerical scheme fails to converge
to a meaningful result. Clearly the 1-SBEM (solid line) scheme allows for larger time-steps as compared to
those required for the 2-SBDF (dashed line) scheme. This is true for all the computations that we have carried
out in this paper. It has been observed that the first-order explicit methods require finer time-steps than those
required by the 2-SBDF or other higher order semi-implicit methods [29] but this is not the case. In our next
example, we show that the 1-SBEM scheme can compute solutions as accurate as those computed using the
2-SBDF scheme for relatively large values of the scaling parameter c. Also the 1-SBEM scheme allows for
larger time-steps Dt as compared to the 2-SBDF scheme (see Fig. 2).

Example 2. In this example, we fix all other parameter values except for the parameter value c. Taking a = 0.1
and b = 0.9 we compute solutions on the interval [�1,1] for (a) c = 114, (b) c = 1000, (c) c = 5000, (d)
c = 10000 and (e) c = 50000 and compare the accuracy of the two methods. Let us take Dt = 2.7 · 10�3 for
the 1-SBEM scheme and Dt = 5 · 10�4 for the 2-SBDF scheme and compute solutions to final time
tF = 20. Note that for the 1-SBEM scheme, we use a larger time-step size than that used for the 2-SBDF
scheme. The results of these computations are shown in Fig. 3(a)–(e). The numerical results for the 1-SBEM
(red) and the 2-SBDF (blue) schemes overlap, they are identical for increasing values of c. The time-step size
for the 1-SBEM scheme is 10 times bigger that of the 2-SBDF scheme, requiring ten times less the number of
Table 2
The region of stability of the time-steps for which the 2-SBDF scheme is stable

Time-step Dt No. of time steps Relative errors

5 · 10�6 500,000 1.5 · 10�18

5 · 10�5 50,000 1.506 · 10�17

5.5 · 10�5 45,454 3.3415 · 10�17

5.6 · 10�5 44,642 3.7562 · 10�17

5.7 · 10�5 43,859 2.8 · 10�17

5.71 · 10�5 43,782 5.72 · 10�17

5.8 · 10�5 43,103 0.183827

Numerical solutions are computed to final time tF = 2.5.
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computational time steps. However, as c is increased to say 50000, the first-order 1-SBEM scheme fails to
reproduce solutions as accurately as the 2-SBDF scheme. Even refining the mesh or time-step Dt for the
first-order scheme does not improve the result. In this case, the solution is highly oscillatory and has high
frequencies (see Fig. 3(e)). It is therefore recommended that in the case of highly oscillatory solutions, the
2-SBDF scheme be used. However, if lower values of the scaling parameter are used, the 1-SBEM scheme
computes solutions equally as accurate as the second-order scheme. The choice of the scheme really depends
on whether one is computing stationary solutions or highly oscillatory solutions.
5.2. 1-D Moving grid finite element simulations

We illustrate some results obtained by solving the reaction–diffusion systems on a continuously growing
interval given some growth function. Let x(t) = X(0)r(t) define the grid movement where X(0) represents
the initial x-coordinates at time t = 0. The function r(t) specifies the rate of growth of the initial grid and sat-
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Fig. 3. Numerical results of applying the 1-SBEM (red) and 2-SBDF (blue) schemes to the model equations on a fixed interval with
(a) c = 114.0, (b) c = 1000.0, (c) c = 5000.0, (d) c = 10000.0 and (e) c = 50000.0. For smaller and relatively large values of the scaling
parameter c the two methods compute identical solutions. However for very large values of c the 1-SBEM scheme fails to capture the
highly oscillatory solutions as shown in (e). (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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Table 3
Time-step size Dt versus the number of time steps required for the interval [�1,1] to grow to twice this size given that q = 10�5 and
q = 10�3, respectively

Time-step Dt No. of time steps (q = 10�5) No. of time steps (q = 10�3)

5 · 10�3 1.3862943 · 107 1.3862943 · 105

5 · 10�4 1.3862943 · 108 1.3862943 · 106

5 · 10�5 1.3862943 · 109 1.3862943 · 107

5 · 10�6 1.3862943 · 1010 1.3862943 · 108

10�6 6.9314718 · 1010 6.9314718 · 108
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isfies that r(0) = 1 and r(t) > 0 for all positive time. Let us consider that the initial interval [�1,1] grows
according to an exponential growth of the form r(t) = eqt, where q represents the growth rate. In Table 3,
we illustrate the number of time steps required to grow the interval to say, twice the initial interval given var-
ious values of the time-step Dt. The fact that for the 1-SBEM scheme large time-steps can be taken (larger by a
factor of ten) as compared to the 2-SBDF scheme makes a huge difference to the number of time steps when
solving reaction–diffusion systems on continuously growing domains. As shown in Table 3 large time-steps
coupled with a reasonably small growth rate q give rise to lower order numbers of time steps. We have seen
in previous simulations that the 2-SBDF requires time-step sizes of orders less than approximately 5 · 10�4,
thereby requiring huge numbers of time steps when one is solving the model equations on a continuously
growing interval.

For illustrative purposes we solve the model equations on a continuously deforming growing interval
[�1,1] by use of the 1-SBEM and 2-SBDF schemes. We take the growth rate to be q = 10�3 and compute
solutions until the interval reaches twice its original size. Let us take Dt = 5 · 10�3 for both schemes. With
these numerical parameters we require 138,629 number of time steps to grow the interval to twice its original
size. We choose to take the parameter values a = 0.1, b = 0.9 and c = 29. Fig. 4(a) and (b) show the numerical
results obtained by solving the model equations using the 1-SBEM and 2-SBDF schemes. The relative errors
for the 1-SBEM and 2-SBDF schemes are 1.8962 · 10�6 and 1.8951 · 10�6, respectively. The results obtained
from the two schemes when growth reaches the final interval [�2,2] are identical as can be seen from Fig. 4(c).
Fig. 4(d) and (e) illustrate results of computing the model equations with c = 1000 using the two schemes but
with different time-steps. For the 1-SBEM scheme, Dt = 5 · 10�3 is taken and the method converges. However
the 2-SBDF fails to converge and we are forced to take a smaller time-step. We take Dt = 5 · 10�4 and the
method converges. The number of time steps required by the 1-SBEM scheme for the domain to double in
size is 138 629, but the 2-SBDF requires 10 times more, that is, 1,386,294 time steps. On the other hand
the relative error obtained from the 1-SBEM scheme is 3.644 · 10�6 while for the 2-SBDF the relative error
is 3.646 · 10�7. Fig. 4(f) shows the transient solutions when the interval reaches domain size [�2,2]. The
1-SBEM and 2-SBDF schemes produce qualitatively similar results even though the two schemes use different
time-steps Dt. Clearly the 1-SBEM scheme performs as well as the 2-SBDF taking less number of time steps
and larger time-steps. The solution profile represents relatively highly oscillatory solutions. In Example 2
(Fig. 3(e)) we observed that the 1-SBEM scheme failed to compute highly oscillatory solutions as accurately
as those computed by the 2-SBDF scheme on fixed intervals. This is still the case even on continuously grow-
ing domains as illustrated in Fig. 4(g). Here, we take c = 15,000 and observe that the two schemes really pro-
vide different solution profiles along the boundaries as the domain grows to twice its original size. As the
domain grows, there is a lot of activity going on along the boundaries in terms of peak splitting and insertion
of the transient solutions. In the middle, the schemes seem to give more or less similar results. We believe that
this may be due to domain growth as it has been observed that domain growth appears to select certain pat-
terns at the expense of others [8,19,18]. We can not say much more than this as the phenomenon can only be
observed from a computational point of view. Note that we did not plot the transient solutions in the case of
c = 15,000 as in the other cases (a)–(b) and (d)–(e). This is because the transient solutions correspond to highly
oscillatory solutions, we were forced to take a small time-step Dt = 5 · 10�6 with growth rate q = 0.1 for both
our time-stepping schemes: the 1-SBEM and 2-SBDF. In this scenario, 1 386 294 time steps were required to
grow the interval to twice its original size.



Fig. 4. Moving grid finite element results computed by the 1-SBEM and 2-SBDF schemes for c = 29 (a)–(c), c = 1000 (d)–(f) and
c = 15,000 (g). Solutions (c) and (f) are plots of the u values when the interval reaches domain length [�2,2]. The results of the two schemes
are identical at the final interval except for (g) which represents highly oscillatory solutions.
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5.3. 2-D simulations on fixed domains

We solve the model equations on a fixed unit square domain discretized into unstructured triangular ele-
ments by a delaunay mesh generator [26]. In all our simulations the unit square domain is discretized into
3664 unstructured triangular elements with 1913 nodes. We shade according to the following: if the values
of the u concentration are lower than 1.0 shade yellow otherwise red, this is known as constant threshold shad-
ing. The value 1.0 is chosen arbitrarily, any reasonable value will do. We plot results corresponding to the u

chemical concentration, those that correspond to v are 180� out of phase with u (see for example, solutions in
Fig. 2).

Example 3. Let us consider the model equations with parameter values given by a = 0.1, b = 0.9, c = 114.0,
Du = 1.0 and Dv = 10.0. We compute solutions to final time tF = 2.5 for various values of Dt. Homogeneous
Neumann boundary conditions are used. We illustrate in Fig. 5 the regions of stability of the time-step Dt for
1-SBEM and 2-SBDF schemes, whereby we vary the time-step Dt. The 2-SBDF scheme has a smaller region of
stability (by a factor of 10) as compared to the 1-SBEM scheme. The vertical lines indicate where the solution
becomes unstable and fails to converge to a meaningful result.

Nextwe fix all other parameter values as follows: a = 0.1, b = 0.9,Du = 1.0,Dv = 10.0 andvary c. Let the time-
step be Dt = 5.0 · 10�4 and compute solutions to final time tF = 5.0. The effect of increasing c is illustrated in
Figs. 6 and 7. Clearly as c increases, the complexity of the pattern solution increases. The 1-SBEM and 2-SBDF
schemes give qualitatively similar results. The 2-SBDF scheme fails to converge when Dt = 5.0 · 10�4 for
c = 5000. Instead, we take a smaller step size Dt = 10�4. On the other hand, the 1-SBEM scheme converges.

Example 4. Our next example is taken from the paper by Ruuth [29], Example 5. Let the parameter values be
given by a = 0.126779, b = 0.792366, c = 1000.0, Du = 1.0 and Dv = 10.0. We compute solutions on a unit
square with homogeneous Neumann boundary conditions, given initial conditions
Fig. 5.
has a l
uðx; 0Þ ¼ 0:919145þ 0:0016 cosð2pðxþ yÞÞ þ 0:01
X8
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Fig. 6. Numerical results of applying the 1-SBEM scheme to the model equations with c = 114.0, c = 1000.0 and c = 5000.0 with time-step
Dt = 5.0 · 10�4 in all simulations. Simulations carried out to final time tF = 5.0.
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Numerical solutions to the model equations are computed to final time tF = 5, with time-step Dt = 10�4 by use
of both the 1-SBEM and 2-SBDF schemes. The concentration values of u at times t = 0.025, t = 0.125,
t = 0.15, t = 0.2, t = 0.225 and t = 5.0 are selected and illustrated. Figs. 8 and 9 show results of computing
the model equations using the 1-SBEM and 2-SBDF schemes respectively with identical parameter and
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numerical values. Here, we have computed solutions using homogeneous Neumann boundary conditions.
Ruuth [29] considered periodic boundary conditions of the form
uðx ¼ 0; y; tÞ ¼ uðx ¼ 1; y; tÞ; and uðx; y ¼ 0; tÞ ¼ uðx; y ¼ 1; tÞ; ð5:4Þ
vðx ¼ 0; y; tÞ ¼ vðx ¼ 1; y; tÞ; and vðx; y ¼ 0; tÞ ¼ vðx; y ¼ 1; tÞ; ð5:5Þ
0.2 11
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Fig. 8. Numerical results corresponding to the concentration u of the model equations at times t = 0.025, t = 0.125, t = 0.15, t = 0.2,
t = 0.225 and t = 5.0. Solutions computed by use of the 1-SBEM scheme.
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given the same initial conditions (5.2) and (5.3). We solved the model equations using these conditions and the
results of these computations are shown in Figs. 10 and 11. These were computed by using the 2-SBDF
scheme. The 1-SBEM scheme yields qualitatively similar results with a relative error of 1.2161 · 10�6 while
the 2-SBDF has error 1.1494 · 10�6. The 1-SBEM scheme produces an error which is less than within 5.8%
of the 2-SBDF scheme.
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Our results differ completely from those computed and published in the paper by Ruuth [29]. Ruuth used
the standard 5-point centred finite difference scheme to approximate the diffusion term in the model equations
whereby a regular mesh of size h ¼ 1

128 was used. The time-step size was taken as Dt = 10�4. A multigrid
solution to the implicit equations was performed using V(1,1) cycles with one iteration per time step. Solutions
were computed to final time tF = 0.1. Our results obtained by using the 1-SBEM scheme (or the 2-SBDF
scheme) differ substantially from those shown in their paper. Our results are independent of the mesh
structure, regular or irregular structure give similar results. The results in Figs. 10 and 11 show the formation
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Fig. 9. Numerical results corresponding to the concentration u of the model equations at times t = 0.025, t = 0.075, t = 0.15, t = 0.2,
t = 0.225 and t = 5.0. Solutions computed by use of the 2-SBDF scheme.



of spot patterns from initial conditions of stripe pattern form. If the concentrations are allowed to self-
organise (taking homogeneous Neumann boundary conditions), the development of the pattern sequence is
different from those obtained when periodic boundary conditions are imposed as can be seen by comparing
results in Figs. 8 and 9 to those shown in Figs. 10 and 11.
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We have observed from various computational results that the finite difference scheme applied on a regular
mesh imposes symmetry intrinsically to the solutions [9,29].However, if themesh regularity is temperedwith, say,
by introducing very few irregular meshes into the finite difference scheme, such solutions are unobservable.Most
results shown in the literature whereby the finite difference scheme has been applied to reaction–diffusion systems
are obtained using a regular mesh. There is a need to check the validity of the computational results by not only
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Fig. 11. Fig. 10 continued. The solution is saved at times t = 0.2, t = 0.225 and t = 0.6.
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refining the mesh and time-step but also by computing with unstructured meshes. The computation of incorrect
solutions on symmetrical domains by use of finite difference schemes with regular mesh seems to be, from a
practical point, a much more difficult thing to identify than instability forcing one to reduce time-step size or the
mesh size. We believe that a detailed research is warranted in this direction and this is the focus of our current
studies. Our observations at the moment are purely from a numerical computational point of view.
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Fig. 12. Numerical results corresponding to the concentration u of the model equations at times t = 0.00416, t = 0.03328, t = 0.04992,
t = 0.06656, t = 0.0832 and t = 0.1. Solutions computed by use of the 1-SBEM scheme. Model and numerical parameter values are
described in Example 5. Homogeneous Neumann boundary conditions have been used.
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uðx; 0Þ ¼ 1:886485 þ 0:001
X37
j¼1

cosð2pjxÞ
j

; ð5:6Þ

vðx; 0Þ ¼ 0:779539 þ 0:001
X37
j¼1

cosð2pjxÞ
j

; ð5:7Þ
given homogeneous Neumann conditions along the boundary. We compute solutions with numerical param-
eter values Dt = 10�5 to time tF = 0.1. These computations illustrate stripe patterns as opposed to spot pat-
terns as shown clearly in Figs. 12 and 13.
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5.4. 2-D moving grid finite element simulations

In this section, we illustrate the application of the 1-SBEM scheme to reaction–diffusion systems (3.1) and
(3.2) on continuously deforming two-dimensional domains. For simplicity, we consider a unit square domain
that grows exponentially as illustrated in Section 5.2. The initial domain is discretized using a delaunay mesh
generator [26] into 3664 unstructured triangular elements with 1913 nodes. The mesh connectivity remains
constant with domain growth, there is no mesh refinement, see Fig. 14.

Let us take the following parameter values a = 0.1, b = 0.9, Du = 1.0, Dv = 10.0 and c = 114.0 subject to
homogeneous Neumann boundary conditions given random initial conditions about the steady state. Take
time-step Dt = 5.0 · 10�3 and growth rate q = 10�3. Given these numerical and growth parameters, 277,258
time steps are required for the domain to reach twice its original size. Our results are saved every 11,552 time
steps. The 2-SBDF scheme was not used to compute two-dimensional growing domain transient solutions as
the scheme required time-step sizes of the order 5.0 · 10�6. In other words 138,629,438 time steps are required
for the domain to grow to twice its original size given such a small Dt, that is more than 500 times those re-
quired by the 1-SBDF scheme. The difference in the number of computer time steps between the two schemes
is remarkable when solving the model equations on growing domains. The 2-SBDF scheme becomes extremely
expensive and therefore computationally prohibitive when solving reaction–diffusion problems on growing
domains.

6. Conclusion

There is a remarkable increase in the use of numerical computations of reaction–diffusion problems for
pattern formation and their applications to wound healing, cancer and tumor growth. In most of these cases
a simple first-order semi-implicit scheme is the first choice. In other cases a semi-implicit Crank–Nicolson is
favoured (e.g. [8]). However, Ruuth [29] demonstrated both theoretically and computationally, in one dimen-
sion, that such schemes can not represent the fastest growing mode associated with these types of problems.
Fully implicit methods are not recommended as they require computing the Jacobian of the nonlinear system,
which may be singular in some cases. Of the various time-stepping schemes analysed, the second-order back-
ward differentiation formula (2-SBDF) is recommended as it can resolve high frequencies allowing for
relatively larger time-steps. We have taken this method as the benchmark and compared our first-order back-
ward Euler method coupled with semi-implicit treatment of the nonlinear reaction terms (1-SBEM). The way
this scheme is applied differs substantially from the usual IMEX schemes where an implicit scheme is used to
approximate the diffusion term and an explicit scheme to approximate the reaction terms. Instead, the 1-
SBEM scheme is characterised by approximating the diffusion term implicitly as in the IMEX schemes, how-
ever, the reaction terms are considered differently: linear terms are treated implicitly and nonlinear terms are
linearised semi-implicitly. This is the novelty of our scheme and we believe that could account for the advan-
tages observed in computational simulations. A more detailed theoretical analysis is warranted in this
direction.

In this paper, we have illustrated the application of two time-stepping schemes: the first-order 1-SBEM and
the second-order 2-SBDF schemes to solving reaction–diffusion problems by use of moving grid finite element
methods on fixed and continuously deforming domains. Our numerical results are independent of the mesh
structure: regular or irregular mesh yields similar results, with finer mesh providing better approximate
solutions.

From various numerical computations we have shown that the 1-SBEM scheme allows for larger time-steps
than those allowed for the 2-SBDF scheme, larger by a factor of ten, and computes solutions as relatively
accurate as the second-order scheme for the kind of partial differential equations considered in this paper.
The fact that our scheme allows for larger time-steps makes it more suitable when solving reaction–diffusion
problems on continuously deforming domains. In this scenario, the number of time steps required by the
2-SBDF scheme is at least ten times more than that required by the 1-SBEM scheme. In most biological prob-
lems, domain growth takes place on a very slow time scale, hence the growth rate is very small. In multi-
dimensions it becomes computationally prohibitive and too expensive as the 2-SBDF scheme requires time
steps of the order of millions when domain growth is involved. We have shown through simulations that
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the 1-SBEM scheme can compute transient solutions relatively as accurate as the 2-SBDF scheme in one and
two dimensions. We have to point out, however that in the case of highly oscillatory solutions, our scheme
fails to resolve the highest growing mode. In this case, the 2-SBDF out-performs the first-order scheme as ex-
pected. The choice of the scheme depends on the nature of the problem, if stationary solutions are sought, then
the 1-SBEM scheme is recommended. However, in cases of highly oscillatory solutions, the 2-SBDF scheme
should be used. We have illustrated the advantage of the first-order method from a computational point of
view: we are currently carrying out analytical studies to verify these computational results although such stud-
ies are not trivial since we are dealing with nonlinear partial differential equations.

There are other types of reaction–diffusion problems, for example those that include nonlinear diffusion, or
chemotaxis terms. For such problems it will be harder to implicitly treat the diffusion terms without further
linearisation. Therefore the application of the IMEX schemes and the 1-SBEM scheme will have to be treated
differently and modifications implemented accordingly to obtain appropriate numerical schemes. We have not
addressed any of these in our studies.

Both these schemes have been incorporated into the software package that we are currently developing.
This package is free and can be downloaded from the website: http://www.auburn.edu/~madzva1.

We have shown in previous papers [22,19,18] that patterns formed on a continuously growing domain are
robustly selected due to domain growth and therefore insensitive to initial conditions as opposed to patterns
obtained on fixed domains which are sensitive to initial conditions [27]. Domain growth has been shown to
enhance the pattern selection process independent of the numerical scheme. Finite elements and finite differ-
ence schemes on unstructured mesh produce qualitatively similar results. We must point out however that the
finite difference difference scheme on regular symmetrical mesh elements do influence the pattern selection pro-
cess by imposing symmetry to numerical solutions (Madzvamuse, in preparation). Therefore, we recommend
to always check numerical results by using unstructured mesh for centred finite difference schemes.

The moving grid finite element method assumes that domain deformation is calculated from plausible
growth functions or those derived from biological experiments and therefore is a known quantity
[8,20,19,18]. This assumption differs substantially from that of the classical moving finite element methods
which assumes that both the nodal solution and nodal movement are unknown quantities to be determined
simultaneously in the numerical process [3,7,23,24]. The work in this paper clearly extends the results obtained
in our previous papers [19,18] and illustrates the advantages of using the first-order backward Euler scheme
for the diffusion and nonlinear terms. The reaction kinetics used in this paper are one of the many suggested
reaction kinetics in our previous papers. In all our simulations there is no mesh refinement since domain
growth takes place at a very slow rate. However, we are developing discrete mesh refinement schemes in
the case that domain grows at a faster rate.
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